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Abstract 

We present a measurement of the same-side to opposite-side dijet cross-section 

ratio in pp collisions at 4 = 1.8 TeV, using approximately 9.4pbF’ of data collected 

by the Collider Detector at Fermilab during the 1992-93 run of the Fermilab Tevatron. 

We show that, for large pseudorapidities and small transverse energies, this ratio is 

sensitive to the gluon distribution function evaluated at small z. Our measurement 

shows evidence for a singular gluon distribution in this region. 
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1 Introduction 

With the advent of next-to-leading order QCD calculations for many hadronic processes[l], 

the lack of precise knowledge of the behavior of the gluon distribution function, particularly 

at small momentum fraction I, has become one of the biggest theoretical uncertainties in 

performing precision tests of QCD at pp colliders. Furthermore, recent advances in soft-gluon 

resummation techniques have yielded quantitative predictions for the small-r behavior of 

the gluon distribution[2], and provide strong motivation for finding new methods to probe 

directly the value of the gluon distribution function at small z. 

In this paper, we present preliminary results for a measurement of R, the ratio of 

the “same-side” (SS) and “opposite-side” (OS) two-jet differential cross sections for jet pro- 

duction in pp collisions at fi = 1800 GeV. ‘I’1 me same-side (opposite-side) jet cross section 

is obtained by selecting events having jet configurations for which 17, and vz, the pseudo- 

rapidities of the two jets with the highest transverse energies, have the same absolute values 

and the same (opposite) signs. That is, the two leading jets are required to be on the same 

(opposite) side of the detector at the same value of 1~1. Tl Cs ratio has a number of advan- 

tages, both experimental and theoretical. Experimentally, some systematic errors, such as 

the normalization error on the luminosity and errors due to trigger efficiency corrections will 

cancel. Furthermore, since the ratio of the cross sections varies much more slowly with I$ 

than the cross section itself, the ratio is relatively insensitive to energy-resolution smearing 

effects. Theoretically, for cases where both jets have low values of transverse energy, &, and 

high values of 171, the ratio provides a direct and sensitive probe of the value of the gluon 

distribution at small z. 

We can understand the small-z sensitivity of R by appealing to arguments based on 

LO &CD. For 2 --t 2 scattering, given the transverse momentum p,. and the rapidities y, 

and y2 of the two final state partons, one can readily deduce the momentum fractions 2, 

and II, of the incoming partons: 

qb = J;exp(+ybooat), (1.1) 

where 

,h = (2p7/&) coshy”, (1.2a) 

Y‘ = +(YI - Y2), (1.2b) 

Yhd = i(y, + y2), (1.2c) 
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Identifying the final state partons with the outgoing jets, we find that at GDF, by choosing 
jet configurations with y1 = yz = 2.5, and p7’ = 20 GeV, values as small as z = ,002 can be 

easily reached. Schematically, the two-jet differential cross section may be written as 

da 
4, dydpr 

- ; f;(~, &')f,(~ Q’kh,~‘), (1.3) 

where the fi(r,Q’) denote the parton distribution functions for partons of type i (i = U, 

21, . .) evaluated at momentum fraction z and momentum scale Q, and the 6ij denote the 

parton-parton cross sections for the scattering of partons i and j. 

Now consider the ranges of the kinematic variables that are selected by choosing SS 

jet configurations, namely y~~,~,~~ = y and y* = 0. For large values of jyl and small values 

of p7‘, the two-jet cross section in (1.3) 1s sensitive to the product of parton distributions, 

one evaluated at large I, z, = (2pr/&)exp(lyl), and the other evaluated at small z, ~6 = 

(2pl~/fi)exp(-~yI). Hence, for sufficiently extreme values of 1~1 and p,‘, we expect the 

sum in (1.3) to be dominated by the contributions from gluon-valence-quark scattering. 

Since the valence-quark distributions are well known at large z, the SS cross section is a 

direct measure of the gluon distribution at small I. On the other hand, by choosing OS jet 

configurations, we select ~b,,<,,~[ = 0 and y= = y. Then, the two-jet cross section is sensitive to 

the product of parton distributions both evaluated at a: = (2pl./&) cash y = l/2(za + 21). 

The dominant subprocess contributing to the sum in (1.3) 1s either gluon-gluon or gluon- 

quark scattering, depending on the precise value of Z; however for region of greatest interest 

to us, z is large, and the parton distributions are relatively well known. Hence, at large /tJ, 

R can be approximated by 

R - FG(2p,,‘/~exp(-y),p’;,), (1.4) 

where G(r, Q’) denotes the gluon distribution function, and F represents a known function 

of pr and y. We see from (1.4) that if the gluon distribution is singular at small z, then 

as y is increased, the prediction for R should grow more rapidly than the prediction for a 

nonsingular gluon distribution. 
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2 Data Analysis 

For this analysis, we use approximately 9.4pb-’ of data collected by the CDF Collaboration 

during the 1992-93 run of the Fermilab Tevatron pp Collider. The CDF detector and trigger 

system have been described in detail elsewhere.[3, 4, 51 Here, we note only those changes 

relevant to this analysis. For the 1992-93 run, in order to span a large range of cross sections, 

four separate thresholds of 20, 50, 70 and 100 GeV were imposed on the Ey, of the trigger 

clusters. The three lowest thresholds were prescaled to accept 1 in 500, 1 in 20, and 1 in 6 

events, respectively. Jets have been identified using the CDF jet-cone algorithm[5], with jet 

ET’s being measured by summing the energies inside a cone of radius q&jqz@ = 0.7. 

Backgrounds due to cosmic rays have been rejected from the samples. 

In order to be included in this analysis, the events are required to pass an additional 

set of cuts that reject residual backgrounds and improve the quality of the data in the 

samples: 

1. The total & in the event is required to be less than 2000 GeV, and the missing- 

&,, fraction, which is defined as the missing-& divided by the total Ey,, is required 

to be less than 0.45. These cuts are designed to reject the residual cosmic rays and 

accelerator losses in the data samples. The upper bound on the loss of efficiency due 

to the application of these cuts is approximately 2%, and cancels in R. 

2. The event vertex is required to be within 60 cm of the nominal interaction point. This 

efficiency of this cut has been measured in minimum bias data to be 94.11%. 

3. Events containing only one energetic reconstructed jet are discarded by requiring that 

there be a second jet in the event with Ey, 2 5GeV 

4. A loose back-to-back cut is applied by requiring that A$,,, the azimuthal separation 

between the first and second jets, lie in the range x - 0.7 < Ad,, 5 ?r + 0.7. This cut 

improves the data quality by reducing the background from calorimeter noise, and as 

discussed below, limits the size of the systematic errors on the jet-n measurements. 

Sources of systematic errors on the n measurement are jet misidentification due to 

cracks in the detector, and n smearing effects due to QCD radiation (three jet events). 

Jet misidentification can occur when the second jet in the event lies near a crack in the 
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Sample 27-60 GeV 60-80 GeV 80-110 GeV 110-350 GeV 

ss 5235 2818 2595 3117 
OS 4905 2786 2696 3485 

Table 1: The number of events in the SS and OS samples having a leading jet in the ET 
range specified in the table. 

detector. In this case, the energy of the second jet would be r&measured. If sufficient 

energy is lost in the crack, the third jet may be misidentified as the second jet and vice 

uersa, thereby distorting the measured 7, spectrum. Events of this type are preferentially 

rejected by the A+,, cut. The presence of energetic three-jet events in the sample also 

distorts the 7 spectrum. Three-jet events complicate the reconstruction of the incoming 

parton kinematics and can only be successfully modeled by a higher order QCD calculation. 

Such events should be excluded from a comparison with a LO QCD prediction, and are 

rejected by the Ad,, cut. Events in which two jets have coalesced into one also fall in this 

category. Due to the finite cone size used ill the jet-clustering algorithm, it is impossible 

to find two SS jets separated by less than 0.7 in 4. Obviously, the finite cone size does not 

impose such a restriction on the OS configurations. Hence, the acceptance for events in the 

SS sample is less than that in the OS sample. The application of the A4,, cut ensures that 

these acceptances be the same. 

In order to make the experimental measurement of R, we use the variables vl, v/2, and 

ET in place of y,, y2 and p?‘. For each event, we determine the ET of the leading jet, and its 

pseudo-rapidity, ~1. Events are classified as SS configurations if ~1 and 172 fall into the same 

q-bin; they are classified as OS configurations if /q 1 , and 171~1 fall into the same v-bin, but 

the sign of q1 and 72 are opposite. Events are assigned to E,,~ bins based on the E,,, of the 

leading jet. In order to improve the statistics, we choose the width of the 7 bins to be 0.4; the 

intrinsic T resolution of the CDF detector is small by comparison. The theoretical prediction 

for the ratio is relatively insensitive to &I~, so we choose the Ey bins to be fairly wide. The 

lowest E,i,-value for the 20, 50 ,70 and 100 GeV data samples are chosen to correspond to the 

point at which the trigger becomes approximately 30% efficient for the 20 GeV data sample, 

and approximately 50% efficient for the others. This choice improves the statistical power 

of the measurement without increasing the systematic error because the trigger efficiencies 

cancel in the ratio of the cross sections. Table 1 gives the final number of events in each Ey 

bin for the SS and OS samples. 
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For each bin iu E,,‘, we determine the measured values of R from the ~1 distributions 

for the SS and OS samples: 

R(v, > ET) = 
Nss(m, ET) 
~US(%, ET,) ’ (2.5) 

where Nss(~~, ET) and No.s(~~, , ET) d enote the number of SS and OS jet configurations with 

the specified kinematics, respectively. In Figs. 1-4, we show the measured values of R as 

a function of 71 for the Ey ranges given in Table 1. The measured values are compared 

with the predictions of LO &CD, f or a variety of modern parton distribution functions, and 

the obsolete HMRS E+ distribution, in order to illustrate the effect of a nonsingular gluon 

distribution on the value of II. Overall, the agreement is quite good, with some hints that 

the data favor a singular gluon distribution at small z. Although the measured values of R 

for the higher Ey, ranges are not interesting from a small-z point of view, they nevertheless 

provide a new test of QCD in a previously unmeasured quantity. 

Since the choice of pi’ scale in the theoretical calculation is crucial to determining 

the level of agreement between the data and the prediction, some discussion of this issue 

is warranted. In each figure, the ~‘1’ scale that has been chosen for evaluating the QCD 

prediction is a very preliminary estimate uf the mean true E,/, that contributes to the range 

of measured E,r’s observed in the data. ‘I’he estimate is based on knowledge of how these 

scales have translated between each other for measurements of the inclusive-jet cross section. 

In Fig. 5, we illustrate the importance of the choice of p,‘ scale by comparing the theoretical 

predictions for the MRS D-’ parton distribution, for a range of pr values that might be 

expected to contribute to the measured energy range of the data in Fig. 1. We see that 

there is considerable variation amongst the predictions for the 7 region of greatest interest 

to us. 

We are improving the preliminary estimate of the true E,!, scale that should be used 

in a comparison between the data and the theory, by taking into account the detector effects 

of energy degradation and energy resolution smearing. Such effects result in a measured jet 

E,r, E~ca~‘, that is different from the true jet l+, Ebb”“. These energy loss and smearing 

effects have been studied extensively[5, 61, and q uantified in the form of detector response 

functions Rc;u,,,( Ei!““, E’;“‘“~‘). The response functions give the probability that a jet having 

some value of E:?“” will fluctuate to a jet with E;“‘“” in the data. An estimate of .$“‘, the 

mean value of Ei!“” that contributes to the measured E,, bin, E;“““” 5 ICY!““” 5 Er”““, can 

be made by folding the energy-weighted LO QCD p re 1c Ion for the two-jet cross section d’ t’ 
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with the detector response functions, and integrating over the allowed values of Ei’“’ and 

E~Y” : 

(2.6) 

In (2.6), N is the normalization factor obtained by computing the integral without the energy- 

weighting factor in the integrand. The calculation of the Ei!‘7’e values is currently in progress. 

Preliminary results indicate that, for small values of /q/, the estimates given in Figs. l-4 are 

approximately correct; for large values of 171 1 however, owing to the steepening of the jet E,l 

spectrum in this kinematic region, resolution smearing effects become more important and 

G7”‘! is shifted to a smaller value. 

The effect of E,,,-resolution smearing can be separately estimated by performing a toy 

Monte Carlo calculation: Each ye’ value is smeared by a Gaussian probability distribution 

whose width closely approximates the know11 energy resolution of the CDF detector, and the 

number of events generated is determined by the LO QCD prediction for the unsmeared pr. 

Preliminary results indicate that, for l,r/ < 2, the shift in the smeared values of R is found 

to be small. This behavior is expected because, unlike the inclusive jet-E:/, spectrum, R is 

relatively independent of pi for jq/ s 2 (see Fig. 5), and therefore its value should be less 

sensitive to distortion arising from Ey.-resolution smearing effects. 

Another source of systematic error on the measured E,,, arises from differences in 

the energy scales and energy resolutions between the central calorimeter (171 5 l.l), and 

the plug (1.1 5 1111 < 2.2) or forward (2.2 < 171 5 4.2) ca orimeters. 1 From dijet-balancing 

studies, it is known that the size of the correction to the relative Ey, scale between these 

detector components is typically less thau lo%, away from the crack regions of the detector. 

The effect on R is expected to be much smaller. Since we have selected the data samples 

so as to ensure that we do uot compare the energy scales for jets on opposite sides of the 

detector, any asymmetry in these scales could manifest itself as an asymmetry in R. Within 

the statistics currently available, no such asymmetry in R is apparent in the data. Detailed 

studies of the effect of shifts and asymmetries in the energy scales and resolutions are in 
progress. 

Although we expect trigger efficiency corrections to cancel in R, we have made a 

further check that systematic corrections for ally trigger efficiency asymmetries are negligible. 

We find that, as we raise the lower E,,, threshold of any of the measured energy ranges to 
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the point where the trigger becomes 100% efficient, the values of R for positive and negative 

7 agree within statistical errors. 

3 Conclusions 

We have presented a measurement of the SS-OS dijet cross section ratio for a wide range 

of measured ET values. No corrections have been made to the data for the effects of either 

ET or 7 smearing. We have made a preliminary estimate of the .G,, scale correction factor 

for each measured E,r bin, and have evaluated the theoretical predictions at the corrected 

value of ~737,. The data are consistent with the LO QCD predictions for the values of R 

in all of the E,J~ and 7 ranges that have been studied. At present, the measurement is 

limited by low statistics. Although the data are unable to discriminate amongst the modern 

parton distributions, one can see that the obsolete non-singular gluon distribution is clearly 

disfavored, and that there is some evidence for the singular gluon hypothesis. We expect 

that the remainder of the data from Run Ia will provide a reduction factor of about four 

in the size of the statistical error bars. Hence, in the near future, this measurement should 

provide a strong constraint 011 the behavior of the gluon distribution at small values of z. 
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Figure 1: The measured values of R as a function of 7, in the measured E,,, range 27 5 ET < 
60 GeV. 
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